Period doubling when accelerating alternating Schwarz with Newton-Raphson
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Alternating Schwarz (AltS)

Consider the nonlinear problem F'(u) = 0 on the
domain |a,b| with Dirichlet boundary conditions:
u(a) = A and u(b) = B. Rather than solve the
problem on the entire domain, one may split the
domain in two and solve the problem on each sub-
domain:

F(u?) =0

r € la, 5] qui(a) = A (1)
>U?(ﬁ) = uy(f)
F(ul) =0

z € [a,b] {ul(b) = B (2)
uy(a) = uf ()

AltS stops when the value of u%~!(3) remains con-
stant (up to a given tolerance).

AltS as a fixed point iteration

AltS may be thought of as a fixed point iteration:
F(uf) =0 F(uy) =0
ulla)=A = Jul(b)=1B
Ku?(ﬁ) = In
with 7,11 = u5(68). The process that transforms
Y INtO Y, 11 18 an implicit function G(vy), so that

Y1 = G(7,). G(7v) may not have a closed form
expression for nonlinear F'.

(a) = uf(a)

Newton preconditioning (NP)

To speed up convergence, we can apply Newton-
Raphson to the function G(v) — . This requires
knowledge of G'(), which we can find by solving
the following linear problems:

2

Jy) - gi=0 [J(uh)-go=0
Tg1(a) =0 192(b) =0 (3)
i1(B) =1 g2() = g1(@)

where J(u) is the Jacobian of F' evaluated at the
function u(z). The derivative of G(v) is then

G'(7) = g2(53).
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Example

Consider the following example:

W(z) —sin (Cu) =0, z¢€[—1,1],

lu(~1) = u(1) = 0. @

I'he solution is the zero function (y* = 0).
The AltS fixed point function G(+) for this example
cannot be written explicitly. It is plotted in the
figure to the right (red) alongside its NP counterpart
(blue). When the NP function crosses the line y =

2v* — v cycling becomes possible.
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Parameters

o= —0.2, 3 =0.2;

=g = £1.65, C' € [3.52, 3.82];

« 50 iterations of AltS with NP are calculated to
achieve stability for each value of ('

« 64 iterations are then plotted.
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Results

The results are presented in the figure above. Not
included is the graph’s reflection over the line v = 0
with colours reversed. This behaviour requires spe-
cific choices of y. The cycling intervals of vy and C
change depending on overlap and transmission con-
ditions in AltS.

Cycling in NP

Cycling under NP cannot occur if the function G(v)
is monotonic with respect to the geometry of the
figure below. The origin of this figure is the fixed
point, (v*,~*). In particular, if G"(v) > 0 for v <
v* and G"(v) < 0 for v > ~4* then NP will converge
quadratically regardless of ~y.
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Cycling becomes much more likely when G"(v) = 0
for v £ ~*. The simplest way to ensure this is for
the Hessian of F'(u) to be zero for u # u*, the exact
solution.
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